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ABSTRACT

Recognizing a spoken word involves the activation of multiple candidate words in memory and subsequent competition between those candidate words. This process of word candidate activation and competition are increased and protracted in second language learners, relative to native speakers (Weber & Cutler, 2004). While previous work has established that accurate second language word recognition is influenced by word frequency and neighborhood density, little work has focused on the frequencies and neighborhood densities of the lexical candidates that are activated and compete before accurate word recognition occurs. The present study investigated whether frequency and neighborhood density contribute to the sustained activation and competition of second language words by focusing on word recognition by Arabic learners of ESL using a variant of the gating task. Participants listened to fragments of 24 monosyllabic English words presented repeatedly, pseudo-randomized, with the amount of the word presented increasing in 70 millisecond increments. After hearing each fragment, participants indicated the word they believed they were hearing. The results revealed that, prior to successful word recognition, participants consistently produced words that were higher in frequency and from denser phonological neighborhoods than the target words they were hearing, suggesting that activation levels of lexical competitors are driven at least in part by frequency and lexical neighborhood density. Pedagogical implications are discussed.
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INTRODUCTION

A key ingredient in effective listening is successful spoken word recognition. Native speakers rely on a perceptual system that has been fine-tuned to the phonetic details of their
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mother tongue. However, this fine-tuning process ultimately results in a speech processing system that is warped by experience (Kuhl, 2000) and maturation (Abrahamsson and Hyltenstam, 2009). As a result, spoken word recognition in a second language (L2) comes to rely on a speech processing system maximally adapted to the first language (L1) and fit for processing only some aspects of the L2. The ubiquitous nature of the resulting difficulties in L2 listening have spawned enormous theoretical (for overviews, see Cutler, 2012; Kuhl, 2000; Field, 2008; Flege, 2002) and empirical (for an overview, see Weber and Broersma, 2012) literatures. However, the perceptual processing of phonetic information in speech is just the first step in the process of effective listening.

A second step entails the activation and subsequent competition of candidate words in the mental lexicon. As with native speakers, L2 learners use phonetic information to activate lexical candidates and these candidates then compete with one another for recognition. However, recent research suggests that the processes of activation and competition are increased and protracted relative to native speakers (Broersma, 2012; Weber and Cutler, 2004). In short, more words become activated and then compete for longer to be recognized (e.g., Cutler and Broersma, 2005; Marian and Spivey, 2003; Scholten, Dijkstra, Schriefers, and Hasper, 2003). The increase in lexical candidate activation and competition duration stems from a variety of factors, including (a) having lexical entries in more than one language, (b) spurious activation of extra lexical candidates due to inaccurate phonemic processing (e.g., Broersma and Cutler, 2008; Cutler, 2005; Cutler and Otake, 2004; Sebastian-Galles, Echeverria, and Bosch, 2005), and (c) reduced ability to inhibit incorrect competitors (e.g., Ruschemeyer, Nojack, and Limback, 2008; Weber, 2012; Weber and Cutler, 2004). Consequently, L1 and L2 word recognition differ in that activation and competition in L2 listeners likely demands more processing resources and results in slower, less accurate word recognition.

The increase in activation for L2 learners is due in part to the activation of more words from both the L1 and the L2. Since learners presumably have L2 words stored parasitically with their L1 counterparts (Sunderman and Kroll, 2006) it follows that L2 listening involves the activation of both L2 and L1 words. This finding has been reported widely in the literature. For example, in a set of cross-modal priming experiments Scholten, Dijkstra, Schriefers, and Hasper (2003) found that when Dutch listeners heard English words (e.g., ‘leaf’), they also activated their cross-lingual homophones from Dutch (e.g., lief – ‘sweet’). This effect is not limited to whole-word cognates, but also occurs even when the L1 and L2 words only partially overlap in their onsets (Marian and Spivey, 2003; Weber and Cutler, 2004). However, cognate-based activation of L1 words may not cause too many problems for L2 learners. Instead, incongruency between L2 context and the meanings of L1 words may allow learners to rapidly discard irrelevant L1 meanings (Weber and Broersma, 2012). L1 interference effects aside, the activation of L2 words comes with its own problems for the learner. Cutler (2005) proposes several ways in which poor L2 phonemic processing can create lexical activation problems. First, L2 learners are confronted with pseudohomophones from minimal pairs in the L2. For example, Japanese listeners have difficulty discriminating between /a/ and /u/ in English because they are outlier allophones of a single underlying
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phonemic category in Japanese. Consequently, words like ‘right’ and ‘light’ activate one another for Japanese learners of English. A second source of phonemic confusion in L2 lexical activation stems from onset matching. For example, when native speakers of English are presented with the first syllable of ‘panda,’ they activate English words that have matching onsets, including ‘panel’ and ‘panic’ (Zwitserlood, 1989, as cited in Weber and Broersma, 2012). This finding forms one of the central tenets of Cohort Theory (Marslen-Wilson and Tyler, 1980). In Cohort Theory, the incremental processing of spoken words leads to the activation of all words that match the current input. For example, hearing a word-initial [p] activates all words beginning with the phoneme /p/ (e.g., ‘panel,’ ‘panic,’ ‘person’), but hearing the second allophone [æ] eliminates members of the cohort that do not match the input (e.g., ‘person’). However, for L2 learners with different vowel distinctions, the number of lexical items activated after hearing the first syllable of ‘panda’ grows. In addition to ‘panel’ and ‘panic,’ Dutch learners of English activate ‘pencil’ and ‘penny’ (Weber and Cutler, 2004). Thus, if L2 learners have difficulty distinguishing phonemic contrasts, then they need not even hear a whole word in order to erroneously activate numerous extra competitors. Moreover, Cutler’s (2005) analysis of English lexical statistics suggests that word onset confusion may occur frequently.

Finally, learners are prone to activating L2 words that are phonologically similar to other words and non-words that are embedded in real words or across real word boundaries. In native speakers, for example, hearing the word ‘strange’ may temporarily activate words like ‘stray’ and ‘range.’ Unlike native speakers, the activation of embedded words is made worse by the spurious activation of embedded near-words. For example, an L2 learner who has difficulty distinguishing the English vowels /ɛ/ and /æ/ might activate the word ‘deaf’ when hearing the near-word ‘daf’ embedded in the real word ‘daffodil.’ Again, Cutler’s (2005) analysis indicates that activation due to word and near-word embedding is potentially very frequent in English.

To make matters worse for the L2 learner, once words are activated, the subsequent competition between them is prolonged. For example, Broersma and Cutler (2011) found that native speaking English participants temporarily activated an embedded word (e.g., ‘deaf’) while listening to a longer word (e.g., ‘definite’), but by the time they had heard a complete word, the embedded word ‘deaf’ was no longer active. In contrast, Dutch learners of English activated ‘deaf’ on the basis of the similar sounding near-word ‘daf’ in the word ‘daffodil.’ Crucially, even after the Dutch-speaking English learners had heard the entire word ‘daffodil’ the word ‘deaf’ was still activated.

Thus, L2 learners are confronted with increased and prolonged competition between lexical competitors during spoken word recognition. Competition is increased in part due to the activation of a larger number of lexical candidates and subsequent difficulties in inhibiting incorrect candidates (Broersma, 2012; Broersma and Cutler, 2011). However, these findings leave open several questions. Indeed, little is known about the specific factors that make lexical candidates become and stay activated in the face of increasing L2 phonetic information during listening. The present study focused on two factors that have been shown previously to influence successful L2 word recognition: frequency and neighborhood density²
(e.g., Imai, Walley, and Flege, 2005). In particular, we investigated the effects of frequency and neighborhood density on L2 lexical activation and competition. To investigate this issue, the present study employed the gating paradigm (e.g., Grosjean, 1980) in an English as a second language (ESL) setting. The gating paradigm was chosen for two important reasons. First, it requires participants to generate lexical competitors. This means that L2 learners themselves produce lexical competitors, rather than having possible lexical competitors be produced by an experimenter. Second, it allows for the analysis of the characteristics of the lexical competitors that L2 learners produce (i.e., in terms of their frequencies and neighborhood densities).

**THE PRESENT STUDY**

In the present study, we employed the gating task for reasons similar to that of Wayland, Wingfield, and Goodglass (1989). In particular, we wanted to obtain more fine-grained data about the activated lexical competitors prior to accurate word recognition. Our study was novel in that it examined both frequency and neighborhood density characteristics of lexical competitors in L2 learners, which, to our knowledge, have not previously been examined. The choice of these characteristics was inspired by the fact that they are already known to influence the speed and accuracy of spoken word recognition in both the L1 (e.g., Marslen-Wilson, 1987) and the L2 (e.g., Imai et al., 2005).

As in previous gating studies, we were interested in how the properties of the target words themselves would influence word recognition. However, the focal point of our analysis was on the properties of the lexical competitors produced by L2 learners before they correctly recognized the words they were hearing. In particular, the following hypotheses were formed:

1) Following prior research demonstrating diminished word recognition abilities in adult L2 learners, we predict that participants will recognize words less often and at later gates than is often reported for native speakers.

2) Following Tyler (1984) and Wayland et al. (1995), prior to accurate word recognition participants will produce words that are higher in frequency than the target words they are hearing; however, in light of evidence that competition persists for longer in the L2 (e.g., Broersma, 2012; Broersma & Cutler, 2011), we predict that participants will continue to produce words that are high in frequency across all gates (cf. Wayland et al., 1995).

3) We predict that participants will produce words that are high in neighborhood density (neighborhood density > 20) across all gates.
METHOD

Participants

Twenty-two native speakers of Arabic learning English as a second language at a large midwestern university participated in the study across four sessions. Participants came from three intact listening courses in an ESL skills-based academic English program. All participants were placed within high-intermediate and advanced level courses. TOEFL scores were not available for individual students; however, the mean TOEFL scores for these levels are 450-500. All participants had spent between two months and two years in an English-speaking country. One participant was bilingual from childhood. In order to rule out knowledge of phonemic contrasts apart from Arabic and English, this participant was excluded from analysis.

Gating paradigm

In the gating task, participants are played words fragments, usually between 50 and 100 milliseconds in duration (called gates). After each gate of a word is played, participants are instructed to write down the word they believe to be hearing. This process continues with longer stretches of each word being played as the experiment goes on.

The gating task has been used extensively in the L1 spoken word recognition literature to investigate the amount of phonetic information required for people to identify a word (for an overview, see Grosjean, 1996). For shorter words in the L1, word recognition times in the gating task have been reported in the 200-350 millisecond range or less (e.g., Grosjean, 1980; Marslen-Wilson and Warren, 1994; Metsala, 1997; Wayland, Wingfield and Goodglass, 1989). A few studies have even investigated the words generated prior to word recognition. For example, Tyler (1984) and Wayland et al. (1989) investigated the words participants produced prior to recognition, which presumably represent a fraction of all of the words activated during word recognition. These words form a cohort (Marslen-Wilson and Tyler, 1980). Both studies reported that participants had an initial bias toward producing high frequency words at short gates, but Wayland et al. (1989) found that this bias rapidly diminished as gate length increased. In that study, participants produced words of a higher frequency than the targets 38% of the time at the 100 millisecond gate while only doing so 5% of the time after 300 milliseconds of the target word had been heard. In short, for those native speakers, the early cohort was dominated by high frequency words but only until enough phonetic information had been heard to reduce the cohort to lower frequency words that were more similar to the target word.
Materials

Stimuli

Target and filler words conformed to several constraints. For example, all words conformed to a CVC(C) structure. The target items were controlled for initial phoneme, frequency, word length (as measured by number of gates), and were divided into high and low neighborhood density groups based on Coltheart’s N-statistic (Coltheart, Davelaar, Jonasson and Besner, 1977). Phonological neighborhood density is a similarity metric, representing the number of words with a phonological relationship that, in the case of Coltheart’s N-statistic, only differ from the target by replacing only one letter of a that target, keeping the order constant.

Lexical statistics for the target words were extracted from the Washington University Hearing and Speech Lab Neighborhood Database (based on the Hoosier Mental Lexicon Database; Nusbaum, Pisoni and Davis, 1984). In order to assess contributions from phonological knowledge, target words were selected to begin with either /b/ or /p/. Both consonants exist as phonemes in English, but they are allophones of a single phoneme, /b/, in Arabic. In Arabic, [p] occurs before voiceless consonants, and [b] elsewhere. Word frequency and length was not significantly different across word-initial phoneme ($F(1, 11) = .51, p = .49; F(1, 11) = .92, p = .36$) or neighborhood density ($F(1, 11) = .004, p = .95; F(1, 11) = 3.05, p = .11$). There was a significant difference in neighborhood density between high- and low-density words, $F(1, 11) = 21.31, p = .001$. The target stimuli and their lexical statistics are presented in Table 1 (see Appendix 1).

Given that the consonants /b/ and /p/ are confusables to Arabic learners of English and that Modern Standard Arabic has three realized vowel categories (high front, high back, and low front, each with a short/long distinction), minimal pairs were avoided and vowels differ as much as possible given the limitations of the constraints described above. Differentiating the vowels as much as possible in the targets presented within each session reduced the likelihood of participants believing they were hearing the same word when in fact they were hearing different words. However, it is worth noting that we could not completely remove all minimal pairs from the stimuli, primarily because we aimed to keep all of the above constraints on frequency, density, and duration satisfied. Consequently, the high density /p/-initial words are more similar to one another than we would have otherwise preferred. Likewise, the minimal pairs patch/pitch, bell/bull, and pat/patch remained as stimuli. Crucially, both members of a minimal pair never appeared within the same session for a participant.

Stimulus Creation

All stimuli were recorded by a male native speaker of American English in a soundproofed laboratory using a Blue Yeti USB microphone recording into Audacity 2.0.4. Carrier sentences did not yield natural-sounding words for single-word presentation, so all words were recorded in isolation. During recording, each word was repeated three times in
order to get the best quality production for each word. Praat and Audacity were used to clean the files of background noise and aberrant sounds that resulted from clipping the audio files.

To prepare the words for presentation in the gating paradigm, all words were sliced into gate-length units by extracting increasingly longer fragments of the words. All plosive-initial words included 50 milliseconds of closure before the burst. In order to allow for the delivery of enough phonetic information to discriminate the initial consonant (e.g., silence before the burst, pre-voicing, voice onset time, etc.), we opted for an initial gate duration of 140 milliseconds. Subsequent gates consisted of successively longer fragments of the word, with each gate increasing the amount of the word played by 70 milliseconds, e.g., 210, 280, 350 milliseconds and so on. The first and last 10 milliseconds of each gate were ramped up and down in volume to avoid any sound artifacts coming from the abrupt starting or stopping of high amplitude sound.

Procedure

To reduce the effects of fatigue, the experiment was divided into four sessions, each taking place during normal class time. Each intact class used a different order of sessions. All sessions within a class level transpired within a single week. In all classes, the gating task was proctored by the first author and three ESL teachers. All students were told that they would hear a mixture of words and word fragments and that their task was to write down the first word that came to mind after hearing each word or word fragment. Before the first session, participants completed a practice session to orient themselves to the task. The practice session consisted of the presentation of two filler words that were not reused again during the study.

In each session, participants listened to fragments of the target and filler words. Stimuli were delivered via a timed PowerPoint presentation. The PowerPoint slides displayed only a black screen with the trial number printed in white Calibri font size 96. The number indicated which answer sheet item they should be filling out for that word fragment so they would not lose their place. Each trial during the gating task began with a bell tone followed by two seconds of silence and then the gate (140, 210, 280, 350, 420, 470, 560, 630, 700, or 770 milliseconds in duration), followed by 10 seconds of silence for the participants to write down the word they thought they were hearing and a confidence rating. Although it has been suggested that five to eight seconds is sufficient time for participants to respond and indicate their confidence (Jiang, 2012), our pilot research suggested that six seconds was too short for non-native speakers to do both for the majority of trials.
Table 2. Distribution of Stimuli over the Testing Sessions in the Gating Task
The length of each word in gates is reported in parentheses.

<table>
<thead>
<tr>
<th>Session</th>
<th>/b/-initial targets</th>
<th>/p/-initial targets</th>
<th>Fillers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice</td>
<td>N/A</td>
<td>N/A</td>
<td>mark (7), sort (7)</td>
</tr>
<tr>
<td>1</td>
<td>bell (6), bid (5)</td>
<td>pat (6)</td>
<td>hard (7), yard (7), greet (6)</td>
</tr>
<tr>
<td>2</td>
<td>boss (9)</td>
<td>patch (8), push (8)</td>
<td>farm (8), host (8), swan (8)</td>
</tr>
<tr>
<td>3</td>
<td>bull (6), boot (4)</td>
<td>pig (5)</td>
<td>fork (7), lord (7), star (7)</td>
</tr>
<tr>
<td>4</td>
<td>bath (8)</td>
<td>pause (10), pitch (7)</td>
<td>feast(9), form (8), horn (8)</td>
</tr>
</tbody>
</table>

Each session took approximately 10 minutes. To avoid response perseveration (Walley, Michela and Wood, 1995), stimulus presentation order was pseudo-randomized by gate length so that the first gate of 140ms was heard for all words, followed by the second gate of 210ms for all words, and so on, so as to eliminate a target from immediately preceding or following another target. The order of presentation of fragments was also different at each gate length so that participants did not hear the word fragments in the same order. Finally, none of the three targets in each session contained the same vowel.

Data Analysis and Coding

All of the non-English word responses that participants produced were removed from the analysis, including misspelled near-words (e.g., ‘bause’ instead of ‘pause’), non-words (e.g., ‘paazzze’), single letters, or no responses. We followed this procedure to avoid over- or under-interpreting the knowledge and word recognition abilities of the participants. However, given that some words produced were likely not ones the participants know (e.g., ‘pall’) and given that Arabic ESL learners have well-documented difficulties with English spelling (e.g., Saigh and Schmitt, 2011), this likely leads to a conservative interpretation of the word recognition process. The discarding of all incorrectly spelled responses resulted in the loss of 23.66% of the original 1712 data observations, leaving 1307 responses for analysis.

RESULTS AND DISCUSSIONS

Hypothesis 1

Following prior research that has demonstrated diminished word recognition abilities in adult L2 learners, we predicted that participants would recognize words less often and at later gates than is often reported for native speakers. To address this hypothesis, we first determined the average number of gates it took for participants to produce the correct answer (the word
isolation point, Grosjean, 1980). Participants responded incorrectly on the majority of trials across gates (N = 1115, 85.3%), so the accuracy analyses focused only on 14.7% (N = 192) of the data (i.e., participants’ correct responses). For this small proportion of words that participants recognized correctly, the mean isolation point was between gates 5 and 6 (420-490 ms). To compare ESL learners with native-speakers, we took a conservative estimate of the amount of time it took adult native speakers to recognize short words (350 ms) and compared it to ESL learners’ mean isolation points. A one-sample t-test revealed that the isolation points for ESL learners (M = 440.38, SD = 107.60) were significantly later than our adult native speaker estimate (M = 350), t(78) = 7.47, p < .001. Participants required substantially more phonetic information before correctly identifying the word they were hearing, much longer than a conservative estimation for native speakers in shorter words (cf. Grosjean, 1980; Metsala, 1997; Wayland et al., 1989).

These findings confirm our first hypothesis. The late isolation points for our ESL learners combined with their low accuracy demonstrate that L2 learners are slower and make more errors in recognizing words than native speakers, consistent with previous research (for an overview, see Cutler, 2012). When word fragments are presented in the gating task, native speakers have been reported to identify similar short words correctly within 200-350 milliseconds of the onset (e.g., Grosjean, 1980; Metsala, 1997; Wayland et al., 1989). In comparison, ESL learners in our study recognized words far less often (14.7% of total gates), and when they did recognize the word it was not until 420-490 milliseconds after the onset.

Hypothesis 2

We also predicted that, prior to recognition, participants would produce words higher in frequency than target words and subsequently continue to produce words that were higher in frequency than targets across all gates. For these analyses, we only analyzed the words participants produced prior to recognition (henceforth, P2R). Because the frequencies of the P2R and target words were not normally-distributed, Ds > .20, ps < .05, they were first log-transformed to achieve normality. Then, the mean log-transformed frequencies of P2R and target words were submitted to an independent samples t-test. The mean frequency of P2R words (M = 1.82, SD = .18) was significantly larger than the mean frequency of target words (M = 1.28, SD = .16), t(20) = 13.71, p < .001. This result indicates that, overall, participants preferentially produced words of a higher frequency than the target words they were hearing, consistent with our second hypothesis (Figure 1).
Although the frequencies of P2R words were higher than the frequencies of target words overall, it is possible that preferences for high frequency responses in the gating task were limited to just the first few gates (Wayland et al., 1989). To address the other half of our second hypothesis, that learners would produce high frequency words across gates, a 2 X 9 ANOVA was conducted on the log-transformed frequencies of P2R words with Gate as the within-subjects variable. The ANOVA revealed no significant effect of Gate, $F(8, 112) = 1.11, p = .36$. This result suggests that participants were producing P2R words with consistently high frequencies. A visual inspection of the frequencies of P2R and target words across gates in Figure 2 suggests that the frequencies of P2R words are consistently higher than the frequencies of target words.
Overall, our second hypothesis was confirmed. Contrary to previous findings with native speaking adults (e.g., Wayland et al., 1989), the production of high frequency competitors prior to correct word recognition was not sharply reduced after the first few gates. Previous research indicated that native speakers’ preferences for high frequency words diminish rapidly after 100-250 ms of the target word has been heard (Tyler, 1984; Wayland et al., 1989). That finding is consistent with Cohort Theory and its later instantiations (Gaskell and Marslen-Wilson, 1997; Marslen-Wilson and Tyler, 1980), in which initially high lexical activation for high frequency words is followed by effective inhibition of incorrect competitors, regardless of the frequency, as more phonetic information is processed from the input. This pattern in native speakers did not hold in our ESL learner population. Instead, prior to recognition, participants produced words from their activated cohorts that were higher frequency than the target words they were hearing at all gate lengths. This suggests that high frequency may cause lexical competitors to remain competitive within an L2 cohort even after most or all of a word has been heard. If this is true, then the findings by Broersma (2012) and Broersma and Cutler (2011) that lexical activation decays more slowly in the L2, drawing out the competition process, should not be limited to activation of low frequency English words (e.g., activating ‘deaf’ when ‘daffodil’ is heard). Indeed, one might predict that the slow decline in activation of lower-frequency lexical competitors like ‘deaf’ may still be faster than the reduction in activation of higher-frequency lexical competitors like ‘big.’ However, more research is needed to address this prediction.

Hypothesis 3

We also predicted that participants would produce words that are high in neighborhood density (which we defined a priori to be greater than 20) across all gates. In other words, we predicted that P2R words would be consistently drawn from dense phonological neighborhoods. We separately analyzed P2R words that were produced in response to high density targets (P2R High words) and P2R words that were produced in response to low density targets (P2R Low words). These analyses only examined P2R responses from the first seven gates because there were too few incorrect responses (fewer than 3) to high density targets in gates 8 through 10.

The mean neighborhood density for P2R Low words ($M = 24.03, SD = 1.91$) was significantly larger than the neighborhood density for target words from a low density neighborhood ($M = 12.33, SD = .66$), $t(20) = 27.96, p < .001$. The mean neighborhood density for P2R High words ($M = 26.39, SD = 2.75$) was not significantly larger than that of target words from a high density neighborhood ($M = 25.81, SD = 2.43$), $t(20) = .97, p = .34$, CI 95% [-.66, 1.83]. Finally, a paired-samples t-test revealed that P2R Low words were significantly lower in density than P2R High words, $t(20) = 4.13, p = .001$. Overall, these results suggest that participants generally produced P2R words from high density neighborhoods (by our own a priori definition of high density as being greater than 20), regardless of whether they were hearing target words from a low or high density neighborhood. They also produced
higher-density words when hearing high density targets than when hearing low density targets.

We also wanted to determine whether participants produced words of differing densities across gates. A 2 X 7 repeated measures ANOVA with target word neighborhood density (High, Low) and Gate (1-7) as within-subjects variables was conducted on the neighborhood densities of P2R words. The results revealed no significant effect of Target word neighborhood density, $F(1, 7) = 1.96, p = .20$, a significant effect of Gate, $F(6, 42) = 2.73, p = .02, \eta^2_p = .28$, and a significant Target*Gate interaction (Greenhouse-Geisser corrected), $F(2, 18.57) = 11.15, p < .001, \eta^2_p = .61$. Considering these results in light of Figure 3, it seems that the amount of phonetic information participants had available at different gates influenced the neighborhood density of the words they produced. Finally, inspection of Figure 4 also reveals that participants produced P2R High words that were actually higher in density than the target words on four out of seven gates. Although the P2R words participants produced in response to low density target words in gate seven was below the hypothesized threshold of high density (18.26 as opposed to greater than 20), the overall pattern of results supports our third hypothesis: prior to recognition, participants produced words that were generally from high density phonological neighborhoods.

![Figure 3. Mean Neighborhood Densities for P2R Words and Target words.](image)

P2R (High) refers to words produced in response to high density Targets, while P2R (Low) refers to words produced in response to low density Targets. Our third hypothesis was mostly supported. Participants preferred to produce words from higher density neighborhoods, and these neighborhoods were often, but not always, denser than that of the target words. This result is consistent with the Neighborhood Activation Model (NAM; Luce and Pisoni, 1998), which posits that words are recognized based on their similarity to phonological information stored in the lexicon. That is, when listening to words, nonwords, or
fragments of words, adults activate a number of lexical candidates based on their phonological similarity to stored words and sublexical units. Having a denser phonological neighborhood implies the activation of more lexical or sublexical candidates, increasing activation and slowing word recognition. Our results show that prior to recognition ESL learners activated dense neighborhoods and were indeed slower to recognize words. Moreover, the results are consistent with overwhelming evidence that L2 word recognition involves substantial competition from words that are phonologically similar but that may not be activated in native speakers. For example, as late as gate seven (560 milliseconds) participants were still producing competitors like ‘past’ when hearing target words like ‘bath.’ By comparison, the difference in the first two phonemes of these words and in co-articulatory cues (Marslen-Wilson and Warren, 1994) would be more than enough to prevent activation of ‘past’ when hearing ‘bath’ in native speakers of English. In short, it is likely that when participants heard fragments of the target word, they activated phonologically similar words and neighbors that native speakers probably would not activate. If the activated cohort had a higher overall neighborhood density than the target word, or if specific words in the activated cohort were very high in frequency, then participants would be more likely to produce the incorrect word, slowing the recognition process (Luce and Pisoni, 1998).

Taken together, the results are consistent with the idea that the sustained activation of L2 words that are high frequency and that come from dense phonological neighborhoods contributes to more lexical activation and prolonged competition effects during spoken word recognition (Broersma and Cutler, 2011).

**PEDAGOGICAL IMPLICATIONS**

The results of this and prior research suggest that L2 learners face substantially more lexical activation and competition than native speakers. Although, in principle, the mechanisms of activation and competition appear to be qualitatively the same in native and non-native speakers, they are (at least) quantitatively different. In terms of English language teaching, this means that ESL/EFL instructors need to be aware that their learners are likely to rely heavily on top-down and bottom-up processing during listening. Top-down processing—the use of prior knowledge—will result in L2 learners relying on lexical information (i.e., frequency and neighborhood density) during listening and world knowledge, while bottom-up processing involves L2 learners parsing the auditory input one unit (e.g., phoneme, syllable) at a time.

Now, since L2 learners’ bottom-up phonetic parsing of the input is likely to be insufficient (Kuhl, 2000), then they may become over-reliant on top-down lexical information. There are at least two orthogonal teaching strategies that teachers may use to moderate learner over-reliance on lexical information. First, if teachers want learners to modify how they use lexical information in listening, then they could use pre-listening tasks in order to help learners activate other prior knowledge beyond lexical frequency and neighborhood density. For example, L2 learners may benefit from pre-listening activities that
ask them to predict what comes next in a listening activity based on word lists, pictures, or other supplementary information (Brown, 2011, p. 31). This should enable L2 learners to use other top-down knowledge to give them additional listening cues beyond frequency and phonological similarity.

Second, teachers may want to use explicit instruction and extended practice on L2 phonology and phonotactics to promote better bottom-up processing of the listening material to begin with. This may reduce some of the lexical competition effects caused by ineffective phonological parsing. Evidence for this conclusion comes from a study by Al-jasser (2008), who demonstrated that explicit instruction on English phonotactics may aid learners in more efficient phonological parsing. Teachers can combine such explicit instruction with tasks that encourage practice at bottom-up processing, such as dictations of reduced forms and minimal pair discrimination (Brown, 2011, p. 49). Taken together, this mix of explicit instruction, practice, and top-down/bottom-up processing should give the L2 learner more robust listening abilities. Ideally, these pedagogical strategies would reduce L2 learners’ (over-)dependence on lexical frequency and phonological similarity information like that seen in the present study.

The development of a more robust, rich vocabulary also cannot be underestimated. Given that there is substantial evidence that phonetic information stored in the lexicon becomes tuned with experience and a larger vocabulary (Perceptual Assimilation Model: e.g., Best and McRoberts, 2003; Bundgaard-Nielsen, Best, and Tyler, 2011; Lexical Restructuring Hypothesis: Storkel, 2002), it follows that students with larger L2 vocabularies may be able to more effectively process the sound input and reduce the number of spurious lexical competitors activated during listening. Likewise, this suggests that the current resurgence in the popularity of teaching minimal pairs may be useful for aiding bottom-up listening (Brown, 2011). Moreover, given that L2 learners also mishear near-words, it may be useful for teachers to do practice activities with both minimal pairs and near-minimal pairs to reduce spurious lexical activation.

Finally, instructors should consider the present results in light of other research suggesting that the simultaneous presentation of spoken and written forms of words provides L2 learners with a way of creating separate lexical representations for words that are phonologically similar (e.g., Cutler and Weber, 2007; Escudero, Hayes-Harb and Mitterer, 2008). If L2 learners are provided with a reliable mapping between orthographic and phonological forms, they may be more likely to develop accurate lexical representations, which can subsequently aid in spoken word recognition. However, if teachers undertake such a task they may want to spend more time on those words that are likely to produce spurious competitors during listening. For Arabic-speaking ESL/EFL learners, this means focusing on words with /b/ and /p/ and vowel contrasts that are difficulty for Arabic speakers.
The present study has several limitations that must be addressed to obtain a better understanding of the factors that drive L2 lexical competition. First, the gating task provided participants with words and word fragments without any sentential or discourse context, both of which may influence recognition in the gating task (Tyler, 1984). Consequently, their high error rates may have been an artifact of presenting the words in isolation. Second, the gating task may not truly reflect on-line word processing (although see Tyler and Wessels, 1985, for evidence that the gating task produces similar results to on-line tasks). If the gating task is not truly an on-line measure, then the reported effects may derive from strategic, decision-making heuristics, rather than reflect the activation levels of words in the mind. It is possible that participants entertained several lexical competitors before producing an answer. Despite being told to write the first word that came to mind, participants may have vacillated between competitors. If so, they may have relied on a feeling of correctness, familiarity, and/or plausibility of being correct to make their decision. For example, a participant might have activated and contemplated both ‘back’ and ‘batch,’ but chose ‘back’ due to higher levels of familiarity, not knowing the correct spelling of ‘batch,’ etc.

Another limitation of the study is that the high frequency and high density characteristics of the lexical competitors produced during the gating task do not necessarily apply to all lexical competitors activated—but not produced—during spoken word recognition. For example, some lexical candidates should be activated purely based on their ability to match the fine-grained details in the phonetic input (Marslen-Wilson and Warren, 1994), regardless of their frequency or neighborhood density. Consistent with previous research, participants did not exclusively produce high frequency words prior to recognition (cf. Wayland et al., 1989); however, such low frequency words were rare. Consequently, we can only claim that these high frequency, high density characteristics apply to the lexical competitors that were produced in the gating task prior to correct word recognition.

One possible solution to the above limitations is to use more robust on-line tasks (e.g., lexical decision tasks, eye-tracking) to measure incremental aspects of spoken word recognition. While these studies are unable to produce the corpus of word recognition data that a gating task can produce, they are less prone to contamination from conscious reasoning or decision making. A wealth of studies on L2 spoken word recognition have already been conducted using these measures (for an overview, see Weber and Broersma, 2012); however, to our knowledge none have used words that participants themselves generate as competitors for the stimuli of the on-line experiments. The advantage of the gating task is that participants provide the words that could be used in subsequent reaction time or eye-tracking studies. We advocate such a method, as it might disentangle which on-line aspects of word recognition the gating task might truly capture.

Finally, this study was novel in that it conducted the gating task on intact ESL classes. While this gave the study some ecological validity, it also introduced possible problems that could be avoided in a more controlled laboratory environment. For example, by conducting the gating task in a lab, individual participants could be continuously monitored for the
production of correctly spelled words. Likewise, the experimenter could crosscheck participants’ written responses with their spoken responses to make sure the written word was in fact the word the participant intended.

**CONCLUSIONS**

This study uniquely targeted the words L2 learners activate prior to accurate word recognition by having the participants produce the words in a gating task. As with native speakers, frequency and neighborhood density appeared to contribute to activation and competition in the L2. At the same time, the results indicated that lexical activation and competition is greater and protracted in L2 spoken word recognition, consistent with prior research (e.g., Broersma and Cutler, 2011). This suggests a quantitative, but not necessarily qualitative, distinction between L2 word recognition and L1 word recognition. Adult L1 speakers also activate incorrect lexical candidates during spoken word recognition and factors such as frequency and phonological similarity influence lexical competition. However, adult L1 speakers rapidly reduce the number of lexical competitors regardless of their frequency (Wayland et al., 1989), whereas our ESL learners did not. Therefore, although the processes of lexical competition and activation are similar in the L1 and L2, the process of reducing the activation and number of lexical competitors in the L2 is slower and less efficient. This likely contributes to inefficient L2 listening. More research is needed into the development of teaching methods and materials that help L2 learners avoid some of the negative effects of such enhanced and protracted lexical competition during listening.

**NOTES**

1. In the Midwestern United States where this study was conducted, the primary pronunciation of the rhotic consonant is typically /ɹ/ or the retroflex /ɻ/. However, we acknowledge a variety of pronunciation possibilities of this consonant in English.
2. Frequency refers to how often a word occurs in actual language use. Typically, frequency is estimated from corpora, and so may not reflect how often a given speaker will have heard or used the word. For our purposes, neighborhood density refers to the number of words that differ from a given word by changing a single phoneme within a word, for example ‘bat’ and ‘cab’ are neighbors of ‘cat.’
3. The results of these analyses are the subject of a separate paper (Pandža and Hamrick, 2014).
4. All participants also completed a modified version of the Language History Questionnaire (Li, Sepanski, & Zhao, 2006), the results of which are not reported here.
5. Confidence rating analyses are not reported here; however, it is worth noting that confidence was positively correlated with gate number.
6. It should be noted that initial exploratory analyses showed no significant differences in the frequencies of P2R words produced in response to high vs. low density words or /b/ vs. /p/ initial words, ps > .05.
7. Gate 10 was not included in these analyses because the majority of the participants did not know the single target word occurring at that gate.
8. It is possible, though unlikely, that the participants did not know words like “bath,” since they were from high-intermediate and advanced ESL classes.
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Appendix 1. Table 1. Lexical Statistics for the Target Stimuli in the Gating Task